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Abstract

In this paper, we describe an evaluation of the impact
of embodiment, the effect of different kinds of embod-
iment, and the benefits of different aspects of embod-
iment, on direction-giving systems. We compared a
robot, embodied conversational agent (ECA), and GPS
giving directions, when these systems used speaker-
perspective gestures, listener-perspective gestures and
no gestures. Results demonstrated that, while there was
no difference in direction-giving performance between
the robot and the ECA, and little difference in partic-
ipants’ perceptions, there was a considerable effect of
the type of gesture employed, and several interesting in-
teractions between type of embodiment and aspects of
embodiment.

Introduction
Increasingly, embodiment is a part of the design of intelli-
gent systems, and many people can therefore expect to in-
teract with embodied agents such as avatars, embodied con-
versational agents (ECAs) and robots. Robotocists often ar-
gue that the physical co-locatability of the robot will render
it more effective and desirable as an intelligent system. Re-
searchers in the field of Embodied Conversational Agents,
on the other hand, often counter that the degrees of free-
dom and naturalness of movement and appearance of ECAs
will allow them to be more effective and rated more highly.
While both groups of researchers believe in the power of
embodied systems, little research has actually looked at the
actual benefit of embodiment (such as comparing a GPS to a
direction-giving robot). Even less research has addressed the
bone of contention between the two groups, to compare the
different types of embodiment (such as comparing graphical
agents to robots). And virtually no research has examined
how those different types of embodiment may interact with
the different aspects of embodiment (such as comparing par-
ticular uses of gesture or eye gaze in how efficient the robot
and the ECA are at collaborating with a human to complete
a task).

To help answer these questions, we conducted an exper-
iment in which we evaluated a human’s ability to complete
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the task of giving directions to another human, and the hu-
man’s experience of that task, when the directions are orig-
inally conveyed to the human by a GPS vs. an embodied
conversational agent (ECA) vs. a robot, and when the ver-
sions of the system use speech only, speech + gesture ori-
ented from the system’s persective (or speech + map in the
GPS condition), or speech + gestures oriented to the lis-
tener’s perspective. This design allows us to examine the
impact of embodiment (robot / ECA vs. GPS), the impact of
physical embodiment in the real world (robot vs. ECA), the
impact of nonverbal behavior (no gesture vs. gesture), and
the impact of situating the gestures in the listener’s world (no
gesture / speaker-perspective gesture vs. listener-perspective
gesture), as well as the interaction among these factors.

Comparing robots to ECAs
Some previous work has examined the importance of a
robot’s physical existence when compared to ECAs (Powers
et al. 2007; Kidd and Breazeal 2004; Shinozawa et al. 2005),
with mixed results. Perhaps unsurprisingly, (Shinozawa et
al. 2005) showed that an ECA is more influential in recom-
mending action when the action involves the same screen
real-estate that the ECA inhabits, and a robot is more influ-
ential when the action recommended involves the 3D world
that the robot inhabits. (Powers et al. 2007) demonstrated
that a people are more likely to disclose information about
themselves to an ECA than to an robot, and more likely to
forget what they spoke about to the robot. People did, nev-
ertheless, prefer interacting with the robot. This research,
however, displayed only the head and neck of the agent, and
the entire body of the robot, and so it is unclear what effect
embodiment plays. In the current research we move to a task
where effectiveness can be judged (are directions correct),
and where embodiment plays a clear role (both pointing and
illustrative gestures play a key role in human-human direc-
tiong giving).

Direction Giving ECAs and Robots
Several ECAs have been developed to provide route direc-
tions using both speech and gesture (Theune, Hofs, and van
Kessel 2007; Cassell et al. 2002; 1999). Perhaps the most
elaborate is NUMACK (Kopp et al. 2007; Nakano et al.
2003; Stocky and Cassell 2002) which autonomously gener-
ates directions to landmarks on a college campus, directions



which include speech, eye gaze, and gesture. NUMACK
provides directions from a route perspective, which is the
perspective of the person following the route (Taylor and
Tversky 1996; 1992; Stiegnitz, Lovett, and Cassell 2001),
and describes landmarks and actions using iconic gesture
which are automatically generated based on features of ap-
pearance of the landmarks or the actions. However, NU-
MACK has only been evaluated anecdotally to date.

Several robots have also been developed to give route di-
rections. Okuno et al. (Okuno et al. 2009) showed that
route directions from a robot using gesture was better un-
derstood by users than route directions not using gesture. In
their experiment, all of the robots took an ”align perspec-
tive” in which the the robot and the user stood side-by-side,
and both were looking at the same poster which showed a
part of town. The robot gave directions using deictic ges-
tures, such as ”go straight this way” while pointing at the
poster. In the ”align perspective”, the robot’s right is the
same as user’s. As we can see in (Ono, Imai, and Ishiguro
2001), in the situation where two people are collocated in-
side of an environment and share a perspective (for example,
standing on a street corner), people usually take the ”align
perspective” to explain directions, and it is natural for a robot
to take the same perspective as the human.

However, Okuno did not compare robots to graphical
agents. And direction-giving in the real world more com-
monly occurs in the absence of an image or map of the space
in which directions are being given. In this situation there is
no natural side-by-side alignment of perspective, and it is
most natural for the two interlocutors to stand facing one
another. In this situation, it is difficult to use deictic gesture
to show directions (i.e. it is inappropriate to say ”go this
way” accompanied by pointing). We believe there are two
possible ways to provide directions in this situation. The
first one is ”speaker perspective” where a speaker who is
going to give directions faces a listener and takes his/her
own perspective to show directions (if the speaker says ”turn
right,” the speaker should point to his/her own right, which is
the listener’s left). The second one is ”listener perspective”
where a speaker turns slightly to his/her right/left and takes
the same perspective as the listener (if he/she says ”turn
right,” he/she should point at a direction which looks like
the listener’s right).

In the current work, we compare ”listener-perspective
gesture” to ”speaker perspective gesture.” We compare
ECAs to robots. And we evaluate how effective these em-
bodied systems are compared to conventional direction giv-
ing methods - a GPS map accompanied by speech guidance.

Experiment
In sum, we report here on an experiment where we investi-
gate the effects of an ”agent factor” (robot vs. ECA vs. GPS)
and a ”gesture factor” (no gesture vs. speaker-perspective
gesture vs. listener perspective gesture) on direction-giving.

Settings
In order to ensure parity across conditions, we recorded one
single set of direction-giving utterances using the Festival

Table 1: A Set of Utterances

U1: Hello there.
U2: Let me give you walking directions to your destination.
U3: Leave this building by the side exit and turn right.
U4: Then go straight.
U5: Then you will see a tall building in front of you.
U6: Turn left before it.
U7: Next there will be a house with a round-shaped porch

on your left.
U8: Turn slightly right after it.
U9: Next your destination building is a small building on

your left.

speech synthesis tool (Black and Taylor 1999), and coor-
dinated each utterance with gestures in the ECA and robot
conditions, and map segments in the GPS condition. The
utterances described directions from one building to another
building across an imaginary campus, and are shown in Ta-
ble 1 where the bold parts are the directions synchronized
with a redundant gesture (that conveyed the same informa-
tion as speech). Following (Okuno et al. 2009), the du-
ration between utterances was six seconds, except between
U1 and U2, and between U2 and U3. In our pilot studies,
this duration led to optimal memory for the directions given.
Likewise, each system produced only 8 utterances because
our pilot studies showed that this number neither led to a
ceiling nor floor effect for participants. Figure 1c shows
the imaginary campus, where the building marked by an in-
verted triangle is the building where the participants begin.
The building second from the bottom on the far right is the
destination.

We used a KHR2-HV 1 as a humanoid robot, with a height
of 30 cm and 17 degrees of freedom (see Figure 1a). For the
ECA, we used NUMACK, shown in Figure 1b, projected
on a 60-inch plasma screen. As a conventional system that
gives route directions, we used a TomTom GPS visible in
front of participants with the map projected on the plasma
screen. In the GPS condition the map is used instead of ges-
tures. All participants stood at the same distance from the
plasma screen/robot, and the robot was elevated on a black
box so that its eye position was at the same height as NU-
MACK’s. Figure 2a shows the robot condition with a partici-
pant listeninig to directions. Figure 2b shows the NUMACK
condition and Figure 2c shows the GPS condition. For each
condition, we used the same speakers.

Conditions
Below we describe the conditions we implemented in this
experiment:

The robot + listener perspective gesture
The robot slightly turns to its right and uses gestures from
the same perspective as the listener. When the robot says
”turn right,” it points to a direction aligned with the users’s
right (Figure 3a).

1Kondo Kagaku Co. Ltd, http://www.kondo-robot.com/



(a) (b) (c)

Figure 1: (a) A Robot, (b) NUMACK and (c) A Map

(a) (b) (c)

Figure 2: Snapshots of(a) Robot condition, (b) NUMACK
condition, and (c) GPS condition

The robot + speaker perspective gesture
The robot faces the participant and uses gestures from the
robot’s perspective. When the robot says ”turn right,” it
points to its own right (the listener’s left).

The robot + no gesture
The robot is facing the user and does not use any gestures.

NUMACK + listener perspective gesture
NUMACK slightly turns to its right and uses gestures
from the same perspective as the listener. When NU-
MACK says ”turn right,” it points to a direction aligned
with the user’s right (Figure 3b).

NUMACK + speaker perspective gesture
NUMACK faces the participant, and uses gestures from
the robot’s perspective. When NUMACK says ”turn
right,” it points to its own right (the listener’s left).

NUMACK + no gesture
NUMACK is facing the user and does not use any gesture.

The GPS + a map
The GPS map is projected on the large screen while the
system speaks the directions (Figure 2c).

The GPS + no map
In this condition, audio is played without any map.

Evaluation Methods
Because we are interested in the actual effectiveness of these
systems as well as user perception, we rely on three types of
data to answer our three questions (the impact of embodi-
ment, the comparison of different types of embodiment, and
the relationship between the types of embodiment and the
different aspects of embodiment). Those three types of data
are: performance on a retelling task where participants re-
peat the directions heard from the system to a naive partner,
performance on a map task, where participants use cut-outs

(b)(a)

Figure 3: Gesture of ”Turn Right” from Listener Perspec-
tive: (a) Robot, (b) NUMACK

Table 2: Evaluation Points of Retelling

U1: Hello there.
U2: Let me give you a walking direction to your destination.
U3: Leave this building by the side exit and turn right.
U4: Then go straight.
U5: Then you will see a tall building in front of you.
U6: Turn left before it.
U7: Next there will be a house with a round shaped porch

on your left.
U8: Turn slightly right after it.
U9: Next your destination building is a small building

on your left.

of landmarks and paths to display the route they heard, and
answers to a 26 item questionnaire, grouped into the cate-
gories: naturalness, presence, engagement, understandabil-
ity, familiarity, reliability and enjoyment. On the two ob-
jective performance measures, the underlined twenty direc-
tion points in Table 2 are evaluated as ”correctly mentioned”,
”not mentioned”, or ”wrongly mentioned” by the participant
in the retelling task.

Participants
Seventy five participants were recruited. Sixty-six native
English-speaking participants were recruited by flyers on the
campus of an American University and were paid US$10
in cash after the session. For pragmatic reasons, nine sub-
jects participated in Japan; all nine were also native English-
speakers. They were recruited by flyers on the campus of
a Japanese University and were paid 1,000 Yen (approxi-
mately equal to US$10) in cash after the session. We ex-
cluded the data collected from one person since the pro-
cedure was not conducted appropriately. Participants were
35% male, 65% female, 87% aged 18-22 and 10% aged
23-28. The experiment was conducted using a between-
subject design, with 10 participants per condition (except
for robot+listener-gestures which had 9, GPS+map which
had 7, and GPS+no map which had 9).

Procedure
Participants listened to a Festival-generated speech-only in-
troduction to the experiment to habituate them to the syn-
thesized voice. Participants were told they would be given
directions to a building across campus, and would need to



repeat those directions to somebody who didn’t know the
campus, and would also need to make a map displaying the
route. After listening to these instructions, participants be-
gan the study. The questionnaire, which was not introduced
beforehand, was given to them at the end of the experiment.

Hypothesis
Among the three authors on the study, two hypothesized that
the higher the physicality presence of the ”agent factor,” the
stronger the impact of the information exchange (resulting
in more correct retelling, more correct map, and higher sub-
jective judgments). That is, even though the robot has re-
strictions in terms of degrees of freedom, its physicality is
hypothesized to outweigh the limitations posed by those re-
strictions. The third author hypothesized that the more natu-
ral the movements and appearance of the ”agent factor,” the
stronger the impact of this agent on the exchange of infor-
mation. All three authors hypothesized that in terms of the
”gesture factor”, the presence of gesture would aid in perfor-
mance, and that the listener perspective gesture would be the
most effective. We also hypothesized that there would be an
interaction such that whichever agent was more effective in
information exchange would benefit most from the listener
perspective gesture.

Results
As the design of the experiment was an incomplete block
design, we conducted two-way factorial ANOVAs in three
ways: (1) 3 agents (the robot vs. NUMACK vs. GPS)
and 2 gestures (listener-gesture/map vs. no-gesture), and
(2) 3 agents (the robot vs. NUMACK vs. GPS) and 2
gestures (speaker-gesture/map vs. no-gesture), to check im-
pacts of embodiment, and interaction with aspects of em-
bodiment; (3) 2 agents (the robot vs. NUMACK) and 3 ges-
tures (listener-perspective gesture vs. speaker-perspective
gesture vs. no-gesture) to compare kinds of embodiment
(robot vs. NUMACK) and aspects of embodiment (listener-
perspective gesture vs. speaker-perspective gesture vs. no
gesture), and to test for interaction effects among them.
In our post-hoc analyses, we used t-test with Bonferroni
method for multiple comparisons.

Effects of Embodiment
From the results of ANOVA (1) comparing the robot to
NUMACK to a GPS and listener gestures/map to no ges-
tures/audio only, participants judged both embodied agents
as more natural (F(2, 49)=5.066, p<.01, Bonferroni p<.05)
and more present (F(2, 49)=5.066, p<0.1, Bonferroni
p<.05) than the GPS, and felt that they would be more
likely to ask the embodied agents for directions than the
GPS (F(2, 49)=3.187, p<.05, Bonferroni p<.05).They also
judged both embodied agents as more familiar and more re-
liable than the GPS, but only when the embodied systems
were using listener-oriented gesture (F(2, 49)=5.066, p<.01,
Bonferroni p<.05). No significant difference was found on
performance however.

From the results of ANOVA (2) comparing the robot to
NUMACK to a GPS and speaker gestures/map to no ges-
tures/audio only, participants judged both embodied agents

as more present (F(2, 52)=5.038, p<.01, Bonferroni p<.05)
than the GPS. However, they judged NUMACK as more nat-
ural (F(2, 52)=3.175, p<.05, Bonferroni p<.05) and more
enjoyable (F(2, 52)=3.175, p<.05, Bonferroni p<.05) than
the GPS. Once again, there was no significant difference in
performance due to the agent factor.

From the results of ANOVA (1), participants judged the
systems that employed listener-oriented gestures as more
natural (F(1, 49)=7.182, p<.01), more understandable (F(1,
49)=7.182, p<.01), more familiar (F(1, 49)=7.182, p<.01),
more reliable (F(1, 49)=7.182, p<.01), and more enjoyable
(F(1, 49)=4.038, p<.05) than those same systems without
gesture. In addition, the presence of listener-perspective ges-
tures tended to reduce errors in the retelling task with respect
to no gesture (F(1, 49)=2.811, p<.10).

From the results of ANOVA (2), participants judged the
presence of speaker-perspective gestures as more natural
(F(1, 52)=4.027, p<.05) than no gesture. However, there
was no significant difference in performance due to the ges-
ture factor when comparing the robot to NUMACK to the
GPS.

Kind of Embodiment
From the results of ANOVA (3), when NUMACK was com-
pared to the robot, no significant performance results were
found. However, interestingly, while the agent factor did
not result in a difference in direction effectiveness on ei-
ther retellings or the map task, it did result in a difference
in behavior: when comparing NUMACK to the robot, all
NUMACK conditions resulted in a statistical significantly
higher use of complementary gestures (F(1, 49)=7.182,
p<.01). That is, when retelling directions told by NU-
MACK, participants were more likely to increase their infor-
mation exchange by conveying one aspect of the directions
in speech and a different, but complementary, aspect of the
direction in gestures.

Aspects of Embodiment
Compared to the paucity of significant performance differ-
ences due to kind of embodiment (NUMACK vs. robot),
a number of results demonstrated significance due to the
kind of gesture (listener-perspective gesture vs. speaker-
perspective gesture vs. no gesture) the system used. Thus,
comparing NUMACK to the Robot, we find that for both
embodied systems, the presence of listener-oriented ges-
tures resulted in a reduction of errors in the direction
retelling task with respect to both speaker-perspective ges-
tures and no gestures at all (F(2, 49)=3.187, p>.05, Bon-
ferroni p<.05). In the map task, too, only the presence of
listener-oriented gestures resulted in a reduction of map er-
rors (F(2, 49)=5.066, p<.01, Bonferroni p<.05) – neither
the kind of agent, nor any other gesture type resulted in a
significant effect.

In responses to the questionnaire, listener gestures led
participants to judge both agents as more reliable (F(2,
49)=5.066, p<.01) and more natural (F(2, 49)=3.187,
p<.05) than the same system using either speaker-
perspective gestures or no gestures. And the use of



listener-perspective gestures led participants to evaluate di-
rections as more informative (F(2, 49)=3.187, p<.05, Bon-
ferroni p<.05) and easier to understand (F(2, 49)=5.066,
p<.01, Bonferroni p<.05) than speaker-perspective gestures
(which, in turn, were judged more informative and easier to
understand than no gesture.

Additionally, NUMACK and the robot were judged as
more human-like when they used listener-perspective ges-
tures than when they used speaker-perspective gestures (F(2,
49)=5.066, p<.01, Bonferroni p<.05). To follow up on
this result, we looked at whether participants themselves
(the real human agents) were more likely to use listener-
oriented gestures than speaker-oriented gestures . . . and
we found out that they were not. Thus, although a number
of subjective judgments led to higher evaluation of the sys-
tems when they used listener-oriented gestures, only 5 of the
74 participants used any listener-oriented gestures in their
own direction-giving, while 61 participants used speaker-
oriented gestures (the remainder used no gesture at all). No
correlation existed between the experimental condition and
the kind of gesture used in retellings.

Interaction Effects
A number of questionnaire response results supported our
hypothesis that there would be an interaction between the as-
pects of embodiment and the type of embodiment. Thus, lis-
tener gestures resulted in a perception of familiarity, but only
for the robot (F(2, 49)=7.182, p<.01, Bonferroni p<.05).
Likewise, listener gestures led the user to judge the sys-
tem as more enjoyable (F(2, 49)=7.182, p<.01, Bonfer-
roni p<.05), more understandable (F(2, 49)=3.187, p<.05,
Bonferroni, p<.05), and more co-present (F(2, 49)=3.187,
p<.05, Bonferroni p<.05) but only for the robot.

On the other hand, NUMACK scored higher than ei-
ther the robot or the GPS in familiarity (F(2, 49)= 5.066,
p<.01, Bonferroni p<.05) and enjoyability (F(2, 49)=
5.066, p<.01, Bonferroni p<.05) in the no gesture/no map
conditions. This interaction is exemplified by participant
judgments of empathy which are higher for NUMACK when
it did not use gesture, and higher for the robot when it used
listener-perspective gestures (F(2, 49)=3.187, p<.05, Bon-
ferroni p<.05); and participant judgments of desire to inter-
act with the system again, which was also higher for NU-
MACK than the robot in the absence of gesture, and higher
for the robot than NUMACK when listener-perspective ges-
ture was used (F(2, 49)=5.066, p<.05, Bonferroni p<.05).

Discussion
Summary
In this study, we addressed three questions about direction-
giving systems: the impact of embodiment, the comparison
between different kinds of embodiment, and the relationship
between kinds of embodiment and different aspects of em-
bodiment. The findings from the experiment can be summa-
rized as follows:

(1) Embodiment (robot and NUMACK vs. GPS) did have
a positive effect on participants’ perceptions of the systems,
but not on their performance.

(2) Kind of embodiment (robot vs. NUMACK) had no
effect on retelling or map errors and correctness. However,
NUMACK was more likely to result in efficient and rich in-
formation exchange, through the increased use of comple-
mentary gestures.

(3) Type of gesture had a strong effect on both perfor-
mance and perception, with listener-perspective gestures re-
sulting in reduced errors in both retelling and map-building,
and in increased judgements of reliability, naturalness, in-
formativeness, understandability, and human-likeness. In-
terestingly, while listener-oriented gestures evoked a strong
positive result in participants, virtually none of the partici-
pants used listener-oriented gesture in their own direction-
giving.

(4) Listener-perspective gestures and speaker-perspective
gestures were differentially judged in the different kinds
of embodied systems. While the robot was judged more
positively than NUMACK when listener-perspective ges-
tures were used, NUMACK was judged more positively
than the robot in the no gesture condition. In fact, partici-
pants attributed empathy to the robot when it used listener-
perspective gestures and to NUMACK when it used no ges-
tures.

Limitations
Our results demonstrate a gain for listener-perspective ges-
ture in both performance and perception. This result is in
accord with findings from (Okuno et al. 2009), although our
research was also able to demonstrate a comparison not just
with no gestures, but also with the more common conver-
sational speaker-perspective gestures. However, while we
looked at the presence of redundancy vs. complementarity
in the gestures of our participants, we did not vary this factor
in the gestures of our agents. Our future work will need to
address this important aspect of embodied information ex-
change.

We compared a robot, which has physical co-locatability,
and NUMACK, which has naturalness of movements and
appearance, and found no differences in performance. One
reason for this may be that we carefully controlled the
speech to be identical across conditions, and the gesture to
be as similar as possible, and we compared the two systems
on a task where physicality and virtuality do not come into
play - that is, directions to a place that is not visible to either
participant. However, we did not control every potentially
relevant variable. For example, the size of robot was slightly
smaller than the projection of NUMACK, which may have
disadvantaged the robot and, on the other hand, the robot’s
entire body was visible, while NUMACK was cut off below
the torso.

Conclusions
While it has been claimed that a visible map will trump any
use of embodiment in direction giving, the research reported
here demonstrated that embodied systems are judged more
positively than a GPS map + speech system and, more im-
portantly, that embodied systems carefully designed (with
gestures that align with the user’s perspective) are more



effective in reducing error and increasing correctness in
direction-giving. Results on a map construction task demon-
strate that not only are users better able to remember and
repeat directions given by embodied systems with listener-
perspective gesture, they are also better able to build (cogni-
tive) maps of the spaces that were described to them.

We chose to evaluate the impact of embodiment, compar-
isons between different kinds of embodiment, and the effect
of different aspects of embodiment, using a rich direction-
giving task. Our methodology allowed us to examine per-
ceptions of the agents, but also effects on participants’ mem-
ory for the directions and their representation of the direc-
tions on a map. The methodology also allowed us to exam-
ine aspects of participants’ behavior that contribute to their
effectiveness as direction-givers themselves. In this regard
one of the most evocative results is that only in the NU-
MACK condition did participants use complementary ges-
ture (an example being one participant who said ”you’ll see
a small building” and illustrated with her hands the position
of the building with respect to the other landmarks). It is
possible that participants were able to read more informa-
tion from NUMACK’s gestures with respect to the robot’s
gestures because NUMACK’s gesture was more natural.

Looking at behavior, we also found that virtually no
participants used listener-oriented gestures even though
those gestures were most effective for performance on the
direction-giving task, and were most highly rated along a
number of different dimensions. We also found an interac-
tion between gesture type and embodiment type, and it re-
mains a puzzle as to why the listener-oriented gestures were
rated more highly for the robot, while the no gesture con-
dition was rated more highly for NUMACK. In addition to
examining gesture redundancy vs. complementarily, this in-
teraction effect will also be further examined in our future
work. In the meantime, we hope to have demonstrated that
the comparison between visible maps (GPS systems) and
human-like behavior in embodied agents is not as straight-
forward as it has been portrayed, nor is the comparison be-
tween robots and ECAs a clear win for either side. What
is clear is that the details of embodiment and their relation-
ship to task and talk are central to the design of embodied
systems.
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